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OBJECTIVE 

This paper develops a new method for multivariate 
spatial cluster detection, the “multivariate Bayesian 
scan statistic” (MBSS).  MBSS combines information 
from multiple data streams in a Bayesian framework, 
enabling faster and more accurate outbreak detection. 

BACKGROUND 
The Bayesian spatial scan statistic [1] is an extension 
of Kulldorff’s spatial scan statistic [2] that combines 
observations and prior knowledge in a principled 
Bayesian framework.  We have demonstrated that the 
Bayesian method has several advantages over the 
standard frequentist approach, including higher de-
tection power, faster computation, and easier visuali-
zation and calibration. Here we generalize the Bayes-
ian spatial scan to multivariate data, enabling us to 
combine our priors with observations of multiple data 
streams and to characterize outbreaks by modeling 
and differentiating between multiple potential causes.  

METHODS 
In the MBSS framework, we are given a set of out-
break types O = {Ok} and a set of data streams D = 
{Dm}. The outbreak types may be either specific ill-
nesses (influenza, anthrax, etc.) or non-specific syn-
dromes.  The data streams may include sources such 
as emergency department (ED) visits, with each 
stream representing a different chief complaint type, 
and over-the-counter (OTC) drug sales, with each 
stream representing a different product group.  We 
are also given a set of spatial regions S to search, 
where each S contains some subset of the spatial lo-
cations si.  Finally, we are given the count ci,m

t for 
each spatial location si at each time step t for each 
data stream Dm.  Our goal is to compute the posterior 
probability Pr(H1(S, Ok) | D) that each outbreak type 
Ok has affected each spatial region S, as well as the 
probability Pr(H0 | D) that no outbreak has occurred.   

To do so, we combine the prior probability of an out-
break in each spatial region with the likelihood of the 
multivariate data using Bayes’ Theorem: Pr(H1(S, 
Ok) | D) = Pr(D | H1(S, Ok)) Pr(H1(S, Ok) | Ok) Pr(Ok) 
/ Pr(D), and Pr(H0 | D) = Pr(D | H0) Pr(H0) / Pr(D).  
In these equations, Pr(H0) is the prior probability of 
the null hypothesis (no outbreaks) and Pr(Ok) is the 
prior probability of outbreak type Ok.  The probabil-
ity Pr(H1(S, Ok) | Ok) is the prior probability that out-
break type Ok will affect a given spatial region S.  
This distribution can be different for different out-
break types: for example, the affected area for a wa-

ter-borne illness can be predicted based on water dis-
tribution information.  To compute the data likeli-
hood given the null hypothesis H0 or an alternative 
hypothesis H1(S, Ok), we use a Gamma-Poisson 
model (as in the univariate Bayesian statistic) for 
each stream Dm.  We typically assume that streams 
are conditionally independent given the outbreak 
type, affected region, and outbreak parameters.  The 
parameter priors for each data stream are learned 
from the time series of past counts, and the effects of 
each outbreak type on each stream are modeled using 
expert knowledge.  More details are given in [3].  

RESULTS 
We compared MBSS to the univariate Bayesian ap-
proach on semi-synthetic data: simulated outbreaks 
injected simultaneously into three streams of real 
OTC sales data (cough/cold, fever, and thermome-
ters) for Allegheny County, Pennsylvania.  At a fixed 
false positive rate of 1/month, MBSS detected out-
breaks in an average of 1.59 days, as compared to 
2.23, 2.59, and 1.99 days respectively for univariate 
Bayesian detectors monitoring each of the three data 
streams. Additionally, MBSS was able to accurately 
distinguish between different types of outbreak when 
they had distinct spatial patterns or when they had 
substantially different effects on one or more streams. 

CONCLUSIONS 
MBSS increases detection power by combining evi-
dence from multiple data streams and enables us to 
distinguish between multiple outbreak types.  We are 
currently developing models of several potential out-
break types (e.g. influenza, anthrax) in order to better 
detect and distinguish between these outbreaks.  We 
are also developing models of other (non-outbreak) 
causes of a detected cluster.  These models will allow 
us to discriminate between clusters that are due to 
outbreaks and those due to other irrelevant causes. 
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